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Abstract—The rapid development of the smart healthcare
system makes the early-stage detection of dementia dis-
ease more user-friendly and affordable. However, the main
concern is the potential serious privacy leakage of the sys-
tem. In this article, we take Alzheimer’s disease (AD) as an
example and design a convenient and privacy-preserving
system named ADDETECTOR with the assistance of
Internet of Things (IoT) devices and security mechanisms.
Particularly, to achieve effective AD detection, ADDETECTOR
only collects user’s audio by IoT devices widely deployed in
the smart home environment and utilizes novel topic-based
linguistic features to improve the detection accuracy.
For the privacy breach existing in data, feature, and
model levels, ADDETECTOR achieves privacy-preserving by
employing a unique three-layer (i.e., user, client, cloud, etc.)
architecture. Moreover, ADDETECTOR exploits federated
learning (FL) based scheme to ensure the user owns
the integrity of raw data and secure the confidentiality
of the classification model and implement differential
privacy (DP) mechanism to enhance the privacy level of
the feature. Furthermore, to secure the model aggregation
process between clients and cloud in FL-based scheme,
a novel asynchronous privacy-preserving aggregation
framework is designed. We evaluate ADDETECTOR on 1010
AD detection trials from 99 health and AD users. The
experimental results show that ADDETECTOR achieves high
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accuracy of 81.9% and low time overhead of 0.7 s when
implementing all privacy-preserving mechanisms (i.e., FL,
DP, and cryptography-based aggregation).

Index Terms—Alzheimer’s disease (AD) detection, fed-
erated learning (FL), Internet of Things (IoT) healthcare,
privacy-preserving.

I. INTRODUCTION

IMPROVING the quality of healthcare with a reasonable
cost is regarded as a global challenge, which is further

exacerbated by the rapid increase of the senior people around
the world. According to the latest report from World Health
Organization (WHO), there were 703 million persons aged
65 years or over in the world in 2019, which is expected to double
to 1.5 billion in 2050. An increase of aging population implies
the increase of chronic diseases [e.g., Alzheimer’s disease (AD),
Parkinson, cardiovascular disease, etc.] that require frequent
visits to healthcare providers as well as the increased medical
treatment costs. Therefore, leveraging Internet of Things (IoT)
techniques to achieve a “smart” healthcare system represents a
promising solution.

The rapid development of the IoT is making smart healthcare
at home feasible. By deploying smart sensors (e.g., health moni-
tor sensors [1], smart speakers, etc.) in user’s home environment,
many disease detection schemes including AD detection [2], [3]
which collect users’ health-related data and process in the data
analysis cloud can be deployed. As a remote detection, the smart
healthcare system can greatly benefit the senior patients who live
in rural communities, have difficulty in moving, or are disabled.
The smart healthcare system is expected to play a key role in the
era of the pandemic since it can provide remote medical services
to senior patients and prevent them from the potential infectious
diseases including COVID-19 during visiting the hospitals in
person [4].

However, smart healthcare still faces some crucial problems
that hinder its further deployment in the real world. We take
remote AD detection as a typical example in this study. To
make the remote AD detection work in the smart home, existing
schemes [5] face several challenges. First, they are not friendly
to users since most of them require expensive and specialized
medical IoT devices or sensors [6]–[8], which are expensive and
difficult to be large-scale deployed [5]. Further, since the health-
related data are collected in the user’s home and outsourced to the
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health organization for analysis, the user’s privacy [8], [9] is fac-
ing the serious privacy leakage challenge [10], [11]. Therefore,
it is urgent to propose a cost-effective and privacy-preserving
IoT healthcare-based AD detection scheme.

To overcome the above-mentioned challenges, we propose a
privacy-preserving AD detection scheme named ADDETECTOR

based on IoT healthcare. First, to achieve the practical AD
detection in the smart home, instead of deploying expensive
sensors, ADDETECTOR determines the AD only according to
the user’s voice samples, which can be easily collected by the
low-cost smart speaker (e.g., Amazon Echo, Google Home, etc.)
in the smart home. Second, ADDETECTOR achieves high accu-
racy which significantly outperforms state-of-the-art IoT-based
AD detection schemes by exploiting novel features from both
acoustic data and its corresponding linguistic semantics. More
specially, we propose a topic-based method to automatically
extract features from linguistic semantics. Lastly, to prevent
users’ health-related information from being leaked, the detec-
tion procedure is deployed with federated learning (FL) based
scheme, and all data streaming are securely transferred via
differential privacy (DP) and cryptographic solution.

More specifically, the proposed ADDETECTOR achieves AD
detection with the privacy-preserving property through its
unique FL based three-level (i.e., user home, detection client,
data analysis cloud, etc.) architecture. 1) In the user layer, to in-
crease the detection speed, the user extracts the linguistic feature
and acoustic feature distributedly with the assist of pretrained
model. 2) To avoid user data leakage when transmitting from
the user to the client, we implement DP on the user feature data
to enhance the security level against attackers in the detection
client layer. 3) In the cloud layer, to defend against the stealing of
user data when transmitting from the client to the cloud, instead
of transmitting the original user feature data (linguistic feature
and acoustic feature) directly, we implement the method of FL.
Furthermore, to enhance the security level of the FL framework,
we implement the asynchronous privacy-preserving aggrega-
tion module to protect the weighted average of parameters when
updating in FL.

We implement ADDETECTOR on the dataset refined from the
ADReSS Challenge dataset from INTERSPEECH 2020 [12]
including voice samples of health and AD users. Compared
with the state-of-the-art nonprivacy-preserving AD detection
schemes (e.g., 78.7% of active-data-representation AD detection
system [2]), ADDETECTOR achieves the accuracy of 81.88%
on early-stage AD detection when employing all the above FL
scheme (i.e., choosing three clients), DP (i.e., setting ε = 2), and
cryptographic solutions. The deployment of privacy-preserving
mechanisms causes ADDETECTOR’s accuracy reducing from
89.5 to 81.88%, and the time overhead increases from 0.701
to 0.712 s per user, which are acceptable in IoT healthcare
scenarios. The contributions of this article are summarized as
follows.

1) We present ADDETECTOR, a privacy-preserving
IoT-based AD detection system, which can diagnose
early-stage AD by analyzing the audio captured in IoT
environment; ADDETECTOR shows advantages of easy-
deployment, high-efficiency, and privacy-preserving.

Fig. 1. Illustration of the voice-based AD detection.

2) We devise FL and DP schemes to prevent privacy leakage
during the data transmission process. We also propose
an asynchronous privacy-preserving aggregation module
to secure the module updating within the FL scheme.
Furthermore, a topic-based linguistic feature is proposed
to enhance the accuracy of AD detection.

3) We evaluate ADDETECTOR in a dataset consisting of
1010 trials from 99 users. The experimental results show
that ADDETECTOR achieves high accuracy of 81.9% and
low average time overhead of 0.7 s when deploying
all privacy-preserving schemes, which demonstrates its
effectiveness and efficiency.

The rest of this article is organized as follows. The preliminar-
ies of this article are introduced in Section II. In Section III, we
present the overview of ADDETECTOR. In Section IV, we elabo-
rate the detailed design of ADDETECTOR, which is followed by
evaluation and discussion in Sections V and VI. Finally, Section
VII concludes this article.

II. RELATED WORK

A. IoT Healthcare

IoT healthcare is to collect the patient health data by IoT
devices like sensors, sending to the cloud for monitoring,
analysis, and remote configuration. People are more likely to
accept disease monitoring and treatment at home using IoT
devices [13]. For example, people can use wearable devices to
continuously take care of the health data (e.g., blood sugar, blood
pressure, etc.) and their action activities. The researchers [14]
also put efforts on managing the collected user health data.
Besides, when considering some serious diseases like dementia
disease, comparing with the approaches of screening measures
and neuropsychological assessments, IoT healthcare has great
advantages over these methods [15] since it does not require
any sophisticated medical device and can conduct treatment
remotely.

B. Voice-Based AD Detection

The widespread of IoT healthcare brings the opportunity to
conduct AD detection relying on user’s commercial IoT voice
devices rather than sophisticated medical instruments. As shown
in Fig. 1, in a typical voice-based AD detection scenario, the
user is asked to describe a generated test figure and the voice
is recorded by a smart speaker (e.g., Amazon Echo). Such
device-free schemes could be further divided into two aspects:
acoustic-based and linguistic-based schemes. The former one
regards the different patterns among voice samples from health
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Fig. 2. System architecture of ADDETECTOR.

and AD users as detection features. For instance, it is observed
from Fig. 1 that even for the same sentences (i.e., “the mother
is drying dishes”), the voice from AD user has a longer time
length and contains an obvious pause (i.e., pause between “the”
and “mother”). The latter is based on the medical phenomenon
that the AD users cannot fluently describe the strange objections
(e.g., health user speaks “the mother is drying dishes” while the
AD user speaks an ambiguous sentence “she must dropped one”)
and leverages on the linguistic semantics of audio transcripts to
achieve AD detection. However, currently, the acoustic-based
schemes suffer from low accuracy (e.g., the best accuracies are
62.0% among acoustic-based schemes [16] and 75.6% among
linguistic-based schemes [17]).

C. Security Threats Faced by IoT Healthcare

The IoT healthcare system is still of great security threat. First,
the vulnerability of smart home gets exposed more often, such
as data leakage, security vulnerabilities in interfaces, etc. For
example, the VMask Attack [18] can attack the voice interfaces,
which is to forge the voice command by adversarial examples
to control the smart IoT device. Second, the health data of
users has a probability to be stolen and tampered with when
transmitting by the attacker. The attacker can implement the
man-in-the-middle attack and side-channel Attack to threaten
the security of the systems. For instance, the WindTalker [19]
can attack and steal the sensitive data by leveraging the channel
state information extracted from the Wi-Fi signal. In our study,
we mainly consider privacy-related issues while leaving other
security issues for future work.

III. OVERVIEW OF SYSTEM

A. Design Goal

Compared with the existing AD detection schemes based
on IoT healthcare introduced in Section II, ADDETECTOR is
designed to achieve the following goals.

1) Easy-to-be-Deployed: When conducting AD detection,
the user is only required to have a voice interaction with commer-
cial voice assistance (e.g., Amazon Echo), and no further analy-
sis or sophisticated device deployment should be conducted by
the user.

2) High-Efficiency: ADDETECTOR should achieve the ac-
curacy better than existing acoustic or linguistic-based AD
detection schemes. Besides, to deploy ADDETECTOR with the
increasing number of users, ADDETECTOR also needs to achieve
low time overhead.

3) Privacy-Preserving: The health-related privacy data in-
cluding user’s raw data and features sent to classification cannot
be disclosed during the data flow transmission of AD detection.

B. Threat Model

In this article, we consider attackers who are capable of getting
access to the communication channel between the user’s IoT
devices and the data analysis cloud by launching the man-in-
the-middle attack. Thus, as shown in Fig. 2, any information that
is transmitted by the components of ADDETECTOR such as the
processed feature has the noneligible possibility to be obtained
by the attacker. Therefore, both a privacy-preserving detection
framework (i.e., FL in this article) and data-oriental privacy
protection methods (e.g., encryption) should be employed by
ADDETECTOR. Note that, in this article, we do not assume the
attacker has the ability to inject the user’s network and extract
the original raw data. Because directly attacking the user’s IoT
device is a quite strong assumption, it is out of the scope of
this study.

C. Overview of System

As illustrated in Fig. 2, to achieve the above-mentioned design
goals and address security challenges, we design ADDETECTOR

with an architecture of three-layers (i.e., the user layer, the detec-
tion client layer, and the cloud layer). ADDETECTOR is composed
of four components. In the user layer, the Data Collection Mod-
ule instructs the user to provide voice samples for AD detection,
and the Feature Extraction Module extracts features from both
acoustic and linguistic aspects. Then, the FL-Based Decision
Module exploits the FL framework in which the features from
users are first assigned to multiple detection clients, and then
the AD classification is optimized by the interaction between
detection clients and the cloud. The FL framework allows the
raw data to be preserved at the user level, and DP is exploited
to secure the transmission between the user layer and the detec-
tion client layer. Finally, the Asynchronous Privacy-Preserving
Aggregation Module is implemented to ensure the integrity and
confidentiality of the interaction between the detection clients
layer and the cloud layer.

IV. SYSTEM DESIGN

A. Data Collection Module

In this subsection, we introduce how to collect voice samples
from users for AD detection. To collect audio data in IoT health-
care environment, ADDETECTOR requires the user to describe
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TABLE I
STATISTICAL ANALYSIS OF TOPIC GENERATION DATASET

a given picture (i.e., cookie theft picture [20]) and utilizes the
voice assistance (e.g., Amazon Echo, Google Home, etc.) to
collect the audio simultaneously. Then, the collected audio au is
converted to text sentence su, and the generated multimodulated
information is transferred to the next module.

1) Topic Generation Dataset: Besides collecting raw data
from users, it is important to analyze some labeled data to enable
the following feature selection and AD decision. In this article,
the topic generation dataset is a subset of the ADReSS Challenge
dataset from INTERSPEECH 2020 [12], which contain NS =
600 sentences ST = (s1, s2, . . . , sNS

) from NU = 30 users.
Furthermore, we extract the NW = 7134 words from ST and
represent them as WT = (w1, w2, . . . , wNW

). Note that, in the
real-world scenario, the topic generation dataset (ST , WT ) pre-
collected by the medical institution is for the research/medical
purposes. Finally, ADDETECTOR sends the topic generation
datasets ST and WT to the Feature Extraction Module in the
user layer.

B. Feature Extraction Module

This module is deployed in each user’s smart home. After col-
lecting user’s audioau and its corresponding textual sentence su,
ADDETECTOR generates both acoustic feature fa and linguistic
feature fl by leveraging precollected topic generation dataset
ST and WT . Then, the generated fa and fl are embedded into
the final feature f for this medical detection trial.

1) Acoustic Feature Extraction: Given an audio au collected
from a user, to extract useful features from the acoustic aspect,
it is important to understand the difference existing in the audio
between health and AD users. Table I shows the statistical
results of the topic generation dataset. It is observed that the
pauses, word interruption (e.g., word error), can be utilized to
characterize the likelihood of AD. Therefore, we extract acoustic
feature fa from au in the following ways.

First, to evaluate the pause and word interruption, we select
the duration time dur and the chunks chu numbers in the au as
features. To calculate the chunk numbers, we calculate the power
of au and regard the number of continuous segments whose
powers are larger than the predefined threshold as the feature.
Then, to preserve the remaining details of voice samples, we also
leverage the Mel Frequency Cepstrum Coefficient (MFCC) [21]
as the last feature of fa.

To calculate MFCC, first, for a given trial sound, during its
transmission, the energy density in the high-frequency band
decreases sharply. It is harmful to the quality of the extracted
feature from the collected audio au [22]. Thus, to compensate
for such attenuation, we implement the pre-emphasis filter on

au. The emphasized audio xn can be represented as follows:

x[n] = au[n]− βau[n− 1] (1)

where β = 0.97 in this study [23]. Then, for the emphasized
x[n], we segment it into multiple frames with the window
length of 25 ms and step of 10 ms. For the ith frame xi[n],
we calculate its corresponding MFCC ci[n]. Note that when
calculating MFCC, the number of Mel filters M in this study
is set to 22, and we choose the first ka = 13 dimension of ci[n]
in this article. Note that NF represents the number of frames
obtained from a given sentence. Finally, by combining time
durationdur and chunk numbers chu, we get the acoustic feature
fa with 15 dimension as

fa =

[
dur, chu,

NF∑
i=0

ci(1 : ka)

NF

]
. (2)

2) Linguistic Feature Extraction: As mentioned in Section II-
B, the sentence from AD user usually has less relevance to the
trial image (e.g., “she is drying dishes” from health user vs. “she
must dropped me” from AD user when describing “a woman
is washing dishes”). Different from previous linguistic-based
features [2] that analyze the whole sentence, we notice that
focusing on the relationship between sentence semantics and
topic from trial images can achieve better detection performance.
Therefore, we propose a novel topic-based mechanism to extract
the linguistic feature fl from su by the following steps.

Topic Selection: We denote the topic as the most relevant
words for a given trial image. Since the information inside a
trial image cannot be fully characterized by a single sentence,
we leverage the WT and ST from precollected train dataset to
facilitate the topic selection. ForWT = [w1, w2, . . . , wNW

] con-
taining NT unique words, we calculate each frequency of each
unique word to build a tuple Tunique = (t1 : f1, t2 : f2, . . . , tNT

:
fNT

) where fi is the frequency of ith topic word ti and Tunique

is sorted in descending order by frequency. Then, we denote the
final topic words T as top k = 30 topic words from Tunique

T = [t1, t2, . . . , tk]. (3)

Topic-Based Feature Generation: After determining the topic
words T , we calculate the linguistic feature by deploying the
TextCNN [24] on the user sentence su and sentences ST =
(s1, s2, . . . , sNS

) from topic generation dataset. First, for su
and ith sentence si in ST , we calculate the number of topic
words they contain as du and di. Then, we define a text as
follows:

Text =

du items︷ ︸︸ ︷
su ⊕ . . . su ⊕

d1 items︷ ︸︸ ︷
s1 ⊕ . . . s1 ⊕ . . .

dNs items︷ ︸︸ ︷
sNs

⊕ . . . sNs
(4)

where ⊕ is the concatenation and newline operation and the
generated Text has a total of (du +

∑Ns

i=1 di) lines. Note that
if su is 0, we regard this detection trial is invalid and directly
discard the su. Then, we take the Text as an input of a TextCNN
model which is pretrained using Dementiabank dataset [25] and
receive the clustering result with (du +

∑Ns

i=1 di) features. As
mentioned in (4), since the first line in Text is su, the linguistic
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feature fl can be denoted as the first kl = 50 elements of the
first feature from TextCNN’s results.

3) Feature Combination: We combine the acoustic feature
and linguistic feature as the final feature f = [fa, fl] of the
au from a detection trial. Then, for ND detection trial times
in ADDETECTOR, totally ND features F = [f1, f2, . . . , fND

]
would be extracted and transmitted to the next module.

C. FL-Based Decision Module

1) Security Challenges and Module Overview: The embed-
ded feature f generated on the user layer could then be used
to conduct the AD decision. However, directly conducting AD
decision faces the following security challenges: 1) Once the
classification model’s parameters are leaked, the attack can pol-
lute the model via backdoor attack [26]; 2) the feature data may
contain sensitive information of users (e.g., age, gender, etc.).

To solve the above challenges, ADDETECTOR first employs
FL scheme consisting of the client and the data analysis cloud
level to protect the integrity of the classification model. More
specifically, in the FL scheme, each client receives features from
several users and only uploads model updating information to the
data analysis cloud. Then, to prevent feature leakage, the DP-
based mechanism is exploited when the feature is transmitted
from the user to its corresponding client.

2) DP-Based Privacy-Preserving Mechanism: When trans-
mitting feature f from the user level to the client level of
the FL scheme, to improve the security level, ADDETECTOR

preprocesses f via a lightweight DP-based scheme. The insight
of leveraging DP is that adding random noise could hide the
corresponding relationships inside the features and preserve
their privacy information. The details are shown below [27].

We precollected dataset Di = {(f1, y1), . . ., (fm, ym)} in the
ith client, in which the embedded feature f = [fa, fl]. D′

i is the
adjacent datasets of Di, that is, ‖Di −D′

i‖1 ≤ 1. Note that D
is a collection of the dataset.

Definition 1 (DP). A randomized algorithm M with domain
D is (ε, δ) -differentially private if for all S ⊆ Range(M) and
for all Di and D′

i

Pr[M(Di) ∈ S] ≤ exp(ε) Pr[M(D′
i) ∈ S] + δ. (5)

Definition 2 (�1-sensitivity). For a function p which maps the
numeric queries of certain database to real numbers, its �1-
sensitivity D → Rk is

Δp = max
Di,D′

i

‖f(Di)− f(D′
i)‖1. (6)

When choosing the noise mechanism of DP, we consider the
following two mechanisms in this study [28].

The Gaussian Mechanism: n ∼ N (0, σ2) preserves (ε, δ)−
DP, where N represents the Gaussian distribution, the ampli-
tude of noise is defined as σ ≥ αΔp/ε in which the constant
α ≥ √

2 ln(1.25/δ) for ε ∈ (0, 1). In this result, n is the value
of an additive noise sample for a data in the dataset, and Δp is
the sensitivity of the function p given by (6).

The Laplace Mechanism: In Laplace mechanism, the Laplace
distribution with scale b = Δp/ε can be defined as follows:

Lap(x | b) = 1
2b

exp

(
−|x|

b

)
. (7)

In the evaluation of ADDETECTOR, we implement the two
methods on our user features and make the security analysis in
Section IV-E.

3) FL-Based Decision Framework: FL is a distributional
training framework to address data-silos scenarios raising nowa-
days. It is composed of a cloud server S (i.e., data analysis cloud
in this article) which maintains a global model M and several
clients C = c1, c2, . . ., ch. Each client manages several users
and conducts the training and provide parameters of its local
model to the data analysis cloud S. Then S feedbacks the global
parameters to help update the client-side local model so as to
make accurate AD decision. By leaving clients’ data locally and
only transmitting model parameters, deploying FL can prevent
users’ sensitive feature from being leaked.

When training in each round, the clients only provide the
server with the gradient updates of their local models without
transmitting user data directly. Then the cloud updates the
global model from M t−1 to M t, where t represents the number
of rounds. Equation (8) presents the training process of FL from
round t− 1 to round t

M t = M t−1 +

N∑
i=1

ni

n
Δθti ,

ni = ‖Di‖ , n =

N∑
i=1

ni (8)

where Δθti is the gradient updates of ith local client ci in round
t, M t−1 is the global model in round t− 1, and Di is the dataset
of local client i. We elaborate how to calculate Δθti in the
following paragraphs.

Training Process in the Client Level: For a given client, before
conducting AD decision for a user’s trial, it needs to train
a classification model leveraging a precollected dataset Di =
{(f1, y1), . . ., (fm, ym)}, where F = [f1, f2, . . . , fm] repre-
sents m features from all users’ trials in this client, and y =
[y1, y2, . . ., ym] ∈ {0, 1} (0 is health and 1 is AD). Suppose there
are two parameters (weights θ1 and bias θ2) which can split the
AD and health items correctly. Specially, the objective function
can be written as

p(y|F ; θ1, θ2) = (hθ1,θ2(F ))y(1 − hθ1,θ2(F ))1−y,

hθ1,θ2(F ) = σ(θT1 F + θ2) (9)

where θT1 F + θ2 is the logits outputted by the linear classifier,
followed by the sigmoid functionσ. This probability is presented
as hθ1,θ2(F ) (in a range [0, 1]), which can classify the input
F as the health group. For further analysis, when the ground
truth of F is 1 (y = 1), the objective function p(y|F ; θ1, θ2)
equals hθ1,θ2(F ), and the optimization solver should maximize
this value by optimizing the parameters θ1, θ2. It is easy to extend
such analysis to the opposite case. The loss function is defined
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as

l(θ) =
m∑
i=1

y(i) log h(F (i)) + (1 − y(i) log(1 − h(F (i))).

(10)
By leveraging stochastic gradient descent solver, the ith

client can optimize (10) and obtain a local optimal solution
θti = (θ∗1, θ

∗
2) in round t. So the updates of user i uploading to

the cloud server S is Δθti = θti − θt−1
i . In this article, we set the

round time between client and server as 5 and the local iteration
time as 20.

AD Decision Process: After the training process, the model
on the client-side has been trained to aim at minimizing the loss
function. When the features f are coming from the user side,
the client can predict the result of AD or health (HC).

D. Asynchronous Privacy-Preserving
Aggregation Module

According to (8), at the end of tth round, the weighted average
ofΔθti is first computed and then added to the global model. The
former modules do not consider the privacy leakage existing
in the model aggregation between clients and the cloud. In
this subsection, inspired by [29] and [30], we design a novel
module to protect Δθti . Our scheme is designed by introducing
the concept of secret sharing. By sharing the aggregator’s se-
cret among the clients, the weighted average of local gradient
updates cannot be derived unless enough numbers of reports
from clients are collected. Considering the case that a small
number of clients in AD detection accidentally fail to upload
the gradient updates which is not discussed in [29] and [30], a
novel privacy-preserving aggregation method for local gradient
updates is proposed here. The details of this module are as
follows.

1) Secrets Generation: Our secret sharing scheme is based
on the discrete logarithm difficulty hypothesis [29] to protect
the confidentiality of Δθti . To generate the shared secrets, a
trusted third-party entity is adopted in our scheme. First, this
entity determines a cyclic group G of prime order p and g is
the generator. For simplicity, we denote the data analysis cloud
S as c0 in the following part. Then, for any two members in
{c0, c1, . . . , ch}, referred as cu and cv , the pairwise secrets skuv
and skvu for them are randomly sampled which is from Zp such
that skuv + skvu = 0 mod p. In this manner, the secret vector
sk for ck is

sk = {skkv : v = 0, . . . , h and v �= k}.
After deriving all the secret vectors, they are sent to the

aggregator and clients, respectively.
2) Encrypting the Local Gradient Updates: During the tth

round and for the kth client, the following is computed first:

skk =
∑
sk∈sk

sk. (11)

For the jth element in Δθtk, it is first multiplied with a proper
constant to become an integer. In the practical implementation,
all the local gradient updates are in the range [10−4, 1]. Thus,
such a constant is set as 104. For simplicity, we do not introduce

more symbols to denote the transformed gradient updates. Then,
the corresponding ciphertext CΔθtkj is obtained by

CΔθtkj = gnk·Δθt
kj ·H(t)skk . (12)

Here, H : Z → G is a hash function modeled as a ran-
dom oracle. Refer CΔθt

k as the ciphertext vector of Δθtk.
After encrypting each element in Δθk, CΔθt

k is sent to the
aggregator.

3) Deriving the Aggregated Results: After collecting the lo-
cal gradient updates from clients, the aggregator first computes
sk0 from s0 via (11). Then, he will derive the aggregated results.
There are two cases. One case is that all the clients successfully
upload the encrypted gradient updates and the other is that some
clients accidentally fail to upload the updates.

Case 1: Here, the aggregated results can be directly obtained
as in [30]. Specifically, for the jth element, given CΔθtkj (k =

1, . . . , h), the aggregator just computes CΔθt0j as

CΔθt0j = H(t)sk0 ·
h∏

k=1

CΔθtkj

= g
∑h

k=1 nk ·Δθt
kj ·H(t)

∑h
k=0 skk . (13)

Note that, Δθt0j represents the update model parameter be-
tween c0 (i.e., the data analysis cloud S) and cj . According to
the manner to generate secrets and (11), when all the clients
upload their updates,

∑h
k=0 skk = 0. As a result, the aggregator

obtains g
∑h

k=1 nk ·Δθt
kj . Since the local gradient updates are in

the range [10−4, 1] and after transformation, this range becomes
[1, 104]. Finally,

∑h
k=1 nk ·Δθtkj is derived via a brute-force

search of the integers in the range [1, h · nk · 104]. Since the
dimension of the model parameter is 33, the time overhead
is acceptable for the brute-force search of the integers at the
cloud side.

Case 2: When some clients fail to upload their local gradient
updates, let Cf denote the set of these clients and C/Cf denote
the ones that succeed in uploading. To recover the aggregated
results of the uploaded results, after broadcasting Cf by the
aggregator, each client k in C/Cf computes sfk as

sfk = {skvk : skkv + skvk = 0 mod p and v ∈ Cf}.

Then, thekth client sets skfk =
∑

sk∈sf
k
sk. This client obtains

H(t)sk
f
k and sends it to the aggregator. Finally, the aggregator

computes skf0 in the same manner as the clients and computes

H(t)sk
f
0 . At this time, CΔθt0j becomes

CΔθt0j = H(t)sk0 ·
∏

k∈C/Cf

CΔθtkj ·H(t)sk
f
k

= g
∑

k∈C/Cf
nk ·Δθt

kj ·H(t)
sk0+skf

0 +
∑

k∈C/Cf
(skk+skf

k).
(14)

It is easy to verify that sk0 + skf0 +
∑

k∈C/Cf
(skk + skfk )

equals 0 mod p. Here, the aggregator obtains g
∑

k∈C/Cf
nk ·Δθt

kj .
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The same as in Case 1,
∑

k∈C/Cf
nk ·Δθtkj can be derived by

a brute-force search in the range [1, |C/Cf | · nk · 104].
In this way, the aggregator can obtain the aggregated results

without knowing the local updated gradients even when some
clients accidentally fail to upload their updates.

E. Security Analysis

Finally, we give a security analysis for the mechanisms em-
ployed by ADDETECTOR as follows.

1) DP Privacy-Preserving Mechanism: To realize the protec-
tion of the user’s feature data, the DP mechanism is implemented
to enhance the security level when transmitting from the user to
the client side. Even the attacker has some knowledge of the user
raw data, and the noise-added feature can prevent the privacy
breach with an appropriate choice of ε.

2) FL-Based Decision Module: To avoid the feature data
transmitting directly in the network, we design the FL frame-
work. Even the transmitting data get leaked, and the attacker can
only access the gradient parameter transmitting in the network.

3) Asynchronous Privacy-Preserving Aggregation Module:
To protect the update weighted parameters transmitting in FL,
we analyze the security of the Asynchronous Privacy-Preserving
Aggregation Module. We first focus on Case 1 where all the
clients are enrolled in the aggregating phase. Recalling the
process to generate the secrets to mask the local gradient updates,
any two clients (referred to as cu and cv , skuv , and skvu) are
known to these two clients but the other secrets remain unknown.

As a result, skk derived from (11) is only known to ck. At
this time, the encrypted local gradient update CΔθtkj derived
from (12) is computationally indistinguishable from a number
randomly chosen in the cyclic group G. Actually, according to
the assumption in the threat model,S is semihonest. Hence, such
kind of collusion is impossible. This guarantees the security of
the encrypted local gradient updates. When S aggregating the
locally encrypted gradient updates via (13), only the aggregated
results can be derived as S is not able to recover the clients’
secrets used for masking the local gradient gradients.

From this sense, the Asynchronous Privacy-Preserving Ag-
gregation Module is secure under the assumption defined in
the threat model. Similarly, the security for Case 2 where some
clients fail to upload their local gradient updates can be directly
derived.

V. EVALUATION

A. Overall Performance

1) Dataset Explanation: In this article, we utilize the
ADReSS Challenge dataset from INTERSPEECH 2020 [12] as
our dataset. Since all analyses are done based on this dataset and
no human subject is recruited by us for participating real-world
experiment, this study is exempt from institutional review board
(IRB) approval of our institutions. After excluding the topic
generation dataset in Section IV-A and items which cannot
generate linguistic features as described in Section IV-B, our
dataset contains a total of 1010 trials in which 560 and 450 trials
are from 48 health users and 51 AD users, respectively.

TABLE II
TIME OVERHEAD OF AD DETECTION PER USER

Fig. 3. Impact of FL configurations on AD detection.

2) Performance of ADDETECTOR: When conducting AD de-
tection, we set the client number to 3 in the FL-based scheme
and conduct tenfold cross-validation for each client. ADDE-
TECTOR achieves the accuracy of 81.9% under the Laplace-
based DP protection (ε = 2) and cryptography-based scheme,
which demonstrates the effectiveness and privacy-preserving
property of ADDETECTOR. For the detection overhead, when
implementing ADDETECTOR on a desktop with 64-b Ubuntu
18.04 OS, Intel Core i7 CPU, and 64 GB RAM, the per user
AD detection time is only 711.55 ms, which is acceptable in the
smart home scenario. As shown in Table II, it is observed that
the feature generation costs 97.9% of total time overhead, which
means our privacy-preserving schemes (i.e., DP- and FL-based
schemes and cryptography-based schemes) are time efficient.
Without specification, all evaluation results are conducted in the
privacy-preserving framework.

B. Impact of Various Factors on ADDETECTOR

1) Configuration of Federated Learning: In Section V-A,
there are three clients in the FL scheme. To evaluate the impact
of FL configurations, we change the client number from 2 to 9.
It is observed from Fig. 3 that when increasing client numbers,
the accuracy decreases from 81.88% in two clients to 77.75% in
nine clients, and the time overhead on DP- and FL-based scheme
increases from 11.77 ms in two clients to 15.68 ms in nine clients.
The reason is that when increasing client numbers, the limited
calculation resource of the server (i.e., data analysis cloud) and
the distribution of users’ data becoming more sparse lead to the
increase of time overhead and the decrease of accuracy, respec-
tively. However, even when choosing nine clients, the accuracy is
still acceptable and the increasing of time overhead is negligible.

2) Impact of DP-Based Mechanism: To evaluate the impact
of the DP-based mechanism, we implement both the Laplace
mechanism and the Gaussian mechanism under different ε on
ADDETECTOR, respectively. As shown in Table III, when de-
creasing ε, the accuracy has a decreasing trend on both Laplace
and Gaussian types because the security level of data is increased
by improving the noise scale. Besides, the results demonstrate
that deploying Laplace noise type in ADDETECTOR can achieve
better accuracy than Gaussian noise type. Even the decreasing
of ε will reduce the availability of data, ADDETECTOR can still
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TABLE III
IMPACT OF DIFFERENTIAL PRIVACY

Fig. 4. Performance under different models and features. (a) Accuracy.
(b) F-score.

achieve 80.25% accuracy when the ε is as small as 0.8. In sum-
mary, DP-based scheme can achieve good privacy protection for
ADDETECTOR without significantly reducing the performance.

3) Impact of Cryptography-Based Mechanism: To evalu-
ate the efficiency and impact of the Asynchronous Privacy-
Preserving Aggregation Module, the open-source OpenSSL li-
brary is utilized to implement SHA-1 for the hash function. With
respect to the cyclic group, it is constructed following RFC3562,
and the computations on this group are achieved by introducing
the GNU multiple precision (GMP) arithmetic library. For each
client, its local gradient updates are encrypted in less than 1 ms
(specifically, 0.748 ms). Thus, we focus on the aggregation
phase and utilize the time cost of the aggregator to derive the
aggregated result in one epoch as the metric when evaluating the
efficiency of this module. The experimental results are shown in
Fig. 3. When the number of clients increases from 2 to 9 with
a step size of 1, the time cost to derive the aggregated result
approximately linearly increases.

This is because multiplications by GMP over the group are
very fast and the time cost mainly comes from obtaining the
result in a brute-force manner. Since all the local gradient
updates are transformed into integers before being encrypted,
the search field is linearly expanded as the number of clients
increases with a step size of 1. When there are nine clients, such
a cost is around 10.50 ms per user. As detecting the AD is not
rigorously time-sensitive and personal privacy yields more, such
a delay is reasonably acceptable in our scenario.

4) Classifier and Features Selection: In Section V-A, AD-
DETECTOR utilizes both acoustic and linguistic features and
logistic regression classifier. To evaluate the impact of other
classifiers and feature combinations, we utilize acoustic and
linguistic features separately and also employ support vector
machine (SVM) with linear kernel and Naive Bayes classifiers.
Note that for the ease of implementation, in this experiment, we
evaluate our system without implementing privacy-preserving
schemes (i.e., named ADDETECTOR-beta). Fig. 4 shows the
accuracy and F-score on different conditions. Among three dif-
ferent classifiers, logistic regression achieves the best detection
accuracy. When considering the feature selection, using acoustic

TABLE IV
COMPARISON OF DIFFERENT METHOD

Fig. 5. Graphical comparative analysis of different methods. (a) Accu-
racy and F-score. (b) Time overhead.

features solely can only achieve the accuracy of about 60%.
Then, using linguistic features enhances the accuracy to 85%,
and using both features can achieve the accuracy of 89.5%.

C. Comparison With Existing Works

In this subsection, we make a comparison between
ADDETECTOR and existing early-stage AD detection schemes.
Note that since employing privacy-preserving mechanisms
(i.e., DP- and FL-based schemes and cryptography-based
schemes) would decrease the AD detection accuracy, to make
a fair comparison, we implement both ADDETECTOR and its
nonprivacy-preserving version (i.e., ADDETECTOR-beta) in the
performance comparison.

Table IV shows the accuracy and time overhead of ADDETEC-
TOR, ADDETECTOR-beta, and existing schemes. It is observed
that without implementing privacy-preserving, ADDETECTOR-
beta achieves the accuracy of 89.5% and F-score of 0.88,
which outperforms the best case of existing schemes (86.9%
accuracy in HAN-AGE [10]). Besides, the time overhead of
ADDETECTOR-beta is only 21.3% of the best case in existing
schemes (i.e., 3.272 s in BI-GRU [10]). The results in Table IV
and Fig. 5 demonstrate the superiority of our purposed AD
detection system in the aspects of accuracy and time over-
head. Then, when implementing privacy-preserving schemes,
ADDETECTOR achieves the accuracy of 81.88% and latency of
0.712 s, which is also comparable with existing solutions. In
summary, ADDETECTOR can achieve the privacy protection with
a reasonable performance cost.

D. Real-World Evaluation of ADDETECTOR

Similar to existing works [31], in this article, we make an
evaluation based on the ADReSS Challenge dataset, which is the
only large-scale publicly available dataset to researchers now. To
make the experimental results convincing, in this experiment,
we set up an IoT healthcare environment to evaluate the perfor-
mance of ADDETECTOR. Due to the ethical consideration, it is
hard to obtain audio from the real AD patient. Thus, as shown in
Fig. 6(a) and (b), we utilize a Bluetooth loudspeaker to serve as

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on August 30,2023 at 06:22:48 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: FEDERATED LEARNING BASED PRIVACY-PRESERVING SMART HEALTHCARE SYSTEM 2029

Fig. 6. Real-world evaluation. (a) Lab. (b) Hall.

TABLE V
REAL-WORLD SCENARIO EVALUATION

TABLE VI
IMPACT OF FEATURE DIMENSIONS

the user and play the audio samples from the ADReSS Challenge
dataset. Then, a smart speaker Respeaker Core v2.0 is employed
to collect audio. After obtaining audio from the user, the features
are extracted in the user layer and then are delivered to the
detection client layer of ADDETECTOR for further AD detection.
The noise levels in the laboratory as shown in Fig. 6(a) and the
hallway as shown in Fig. 6(b) are 42.6 and 37.2 dB, respectively,
measured by the Smart Sensor AR824 sound level meter.

As shown in Table V, when conducting the real-world test, the
accuracy can maintain more than 78% in real-world scenarios.
The results demonstrate the effectiveness and robustness of AD-
DETECTOR overall under different IoT healthcare environments.

VI. DISCUSSION

A. Feature Selection

For the feature selection, as shown in Table II, the time spent
on feature generation is a major part of the AD detection. Thus, it
deserves to find more effective and useful features to accelerate
the detecting time and maintain high accuracy in the future.

B. Feature Dimensions

We conduct additional experiments when setting the dimen-
sion of linguistic feature fl as 10, 30, 50, 200, and 700, respec-
tively. Table VI shows the performance of ADDETECTOR when
fl length changes. Note that, during the experiments, besides fl,
the parameters of ADDETECTOR follow the same configuration
as Section V-A.

It is observed from Table VI that when the dimension of the
training features used increases, the detection effect is gradually
improved. However, the time overhead for each user is increased
too. As shown in Table VI, when the linguistic feature dimension
is above 50, the performance gets slightly increasing; however,
the time overhead per user increases rapidly. Thus, to achieve

the tradeoff between the time overhead and the performance, we
set the dimension of the linguistic feature data as 50 in this study.

C. Client Number in FL

For the client number selection issue, it is observed in Fig. 3
that when the client number is above 3, the accuracy undergoes
an obvious decrease. So owing to the tradeoff of performance
and time overhead, we set the client number as 3 so that each
client contains 33 users, which is a normal configuration for
FL. However, the overall performance under different client
numbers from 2 to 9 is acceptable, which is around 80% after
implementing all security mechanisms.

D. Classifier Selection

The performance of the classifier depends on the characteristic
of the generated features. For instance, [31] and [32] propose dif-
ferent features for the same ADReSS Challenge dataset and then
utilize different classifier such as probabilistic linear discrimi-
nant analysis (PLDA) and SVM to achieve the best performance
in the IoT healthcare environment. Because of the differences
between the features, [31] and [32] implement different classi-
fier (i.e., PLDA and SVM) on the same AD detection dataset,
respectively. In this study, we propose our novel feature based
on the ADReSS Challenge dataset. Due to the extracted feature
characteristics, the performance of logistic regression (LR) is
superior to other classifiers (i.e., SVM and Naive Bayes). How-
ever, all the three classifiers can realize the accuracies of more
than 80%, which demonstrates the effectiveness of our feature.

E. Dataset

Since the health-related user data is of high-level privacy
protection, the available fully published large-scale dataset of
AD detection is only the ADReSS Challenge dataset [12].
Similar to existing works [31], [32], we make an evaluation
based on the ADReSS Challenge dataset. In the IoT healthcare
environment, the performance on other unpublished datasets
is under exploration, which will be left for future research.
However, we believe ADDETECTOR is effective and useful on the
other datasets. It is because our insight is that the differences of
acoustic features and linguistic features between normal and AD
users are significant, which is a ubiquitous phenomenon [2], [3].

VII. CONCLUSION

In this article, we proposed ADDETECTOR, a privacy-
preserving smart healthcare system to realize low-cost AD
detection. ADDETECTOR utilizes the audio from smart devices
as the input and employs the DP-based mechanism and FL-based
framework to prevent the leakage of raw data and model details
during data transmission. Furthermore, an Asynchronous
Privacy-Preserving Aggregation Module was exploited to
secure the model updating in the FL scheme. Experimental
results demonstrated that ADDETECTOR achieves high accuracy
under a strong security protection level. For future work, we will
discover more effective features to represent the characteristics
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of ADs and evaluate the feasibility of ADDETECTOR on a larger
dataset.
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