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Abstract—Mobile applications play a crucial role in the IoT
system, which is experiencing unprecedented growth. However,
users possessing little knowledge of permission configurations
often accept app permission requests without reading them,
which opens a backdoor for the potential adversaries to launch
the future attacks. Proposing an automatic permission manage-
ment scheme is an attractive solution to solve this issue, but
since users have varying attitudes toward privacy, such a scheme
would be neither straightforward nor user friendly. In this study,
an automatic permission optimization framework, Permizer, is
proposed to recommend different app permission configurations
to users with different privacy preferences. Permizer estimates
the permission risks and builds the permission-functionality
mapping to each app, then regulates the relationship between
permission and app functionality. Permizer is the first mod-
ule to achieve a balance between privacy protection and app
functionality under the personal privacy preference condition.
Finally, we develop Permizer as a one-button service on the
real-world Android OS with 58 apps. Case studies conducted
on TikTok and Amazon Alexa also demonstrate its practicability
and effectiveness.

Index Terms—Mobile application, permission management,
privacy protection, risk estimation.

I. INTRODUCTION

THE Internet of Things (IoT) is a paradigm in which
sensors, actuation devices, and computing devices are

connected by a network such that each device in this network
depends on and shares information with the others [1]. The
deployment of IoT systems (e.g., smart homes, smart trans-
portation, and smart healthcare) has risen dramatically; the
GSMA [2] predicts that the global size of IoT connections
will grow from 12 billion in 2019 to 25 billion in 2025.
To facilitate the development of IoT systems, mobile appli-
cations (apps) must coordinate state-of-the-art devices (e.g.,
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smart appliances and smart cars) manufactured by different
vendors, provide user interfaces, and ensure the working logic
of the system.

Despite the convenience brought by mobile applications,
they also introduce serious privacy leakage issues [3]. In
2019, hundreds of thousands of users suffered breaches of
private data via multiple companies, including Facebook,
Orvibo, and Blur [4]. Among the various reasons of privacy
leakage [5], [6], the most common reason is that app develop-
ers needlessly request permissions to gather user information,
the so-called over-privileged phenomenon [7]. Such exces-
sive permissions requesting is a pervasive phenomenon among
mobile applications, which potentially undermines user pri-
vacy. One example is Baidu Map, a popular app used in smart
transportation systems. It requests 13 sensitive permissions,
including location, contact information and camera access,
when starting the service. Although requesting location per-
mission is reasonable for the app’s navigation function, contact
information, and camera will not be used in most scenarios.
Granting these less relevant permissions is unnecessary and
highly risky. To solve such a security issue, an efficient and
user-friendly application permission management scheme is
urgently needed.

Traditional permission management schemes were
developed according to two principles: 1) historical set-
tings and 2) risk minimization. The historical setting-based
scheme responds to the application’s new permission requests
according to the user’s previous permission management
behavior [8], [9]. However, this scheme is fragile when the
user has engaged in insecure historical behavior or is not
security conscious (e.g., giving microphone permission to
a spy app if the user always grants such permission to all
existing apps). On the other hand, the risk minimization-based
scheme alerts the user when a potentially sensitive permission
(or permission set) is requested by any app [10], [11].
However, such frequent alerts reduce the user experience. To
solve the limitation in the risk minimization-based scheme,
many emerging schemes consider the app’s functionalities
when making permission assignment decisions [12]–[15]. For
instance, these schemes will automatically grant location per-
mission and disable message permission to a navigation app.
However, for some specific permissions (e.g., microphone
permission for navigation apps to enable voice interactive
navigation), privacy-permissive and privacy-conservative
users have completely different attitudes, and balancing the
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tradeoff between privacy protection and app functionality is
still an unsolved research problem.

To solve the above drawbacks, we leverage the insight
produced by combining the concept of user privacy prefer-
ence (a willingness score when a user grants her permission)
into permission management. More specifically, given a set of
requested permissions from different users, we should recom-
mend different, individual, and optimal permission configura-
tions. However, to achieve an efficient permission management
scheme, we need to address the following research challenges.
First, given a specific permission, it is hard to quantify its
risk among the permission set requested by apps. Second,
for a mobile app, the inability to characterize the relation-
ship between the permissions and the functionality of the
app remains an open problem. Third, even if permission risk
and the relationship between the permission and app function
are obtained, for users with fluctuating privacy preferences,
quickly adjusting the tradeoff between privacy protection and
app functionalities remains a major challenge.

In this study, we propose an automatic permission manage-
ment scheme, Permizer, to achieve optimal privacy decisions
for mobile apps with different user privacy preferences. First,
Permizer identifies which permissions are critical to privacy
protection based on a statistical model built from two popular
app permission data sets. Then, by applying natural lan-
guage processing (NLP) techniques to the textual descriptions
of the apps and permissions, Permizer successfully calcu-
lates the relatedness between the permission and the app’s
function. Finally, Permizer leverages the user’s privacy prefer-
ence as a weight parameter in our multiobjective optimization
to personally configure an optimal recommended permis-
sion assignment. Permizer can serve as a one-button service
that automatically grants permissions, and case studies on
TikTok and Amazon Alexa demonstrate its feasibility and
effectiveness.

The main contributions of this article can be summarized
as follows.

1) Permizer is the first automatic permission management
model that considers permission risk, app functionalities,
and user privacy attitude at the same time.

2) We elaborate on how to estimate the permission risk,
map the permission to the app function, and achieve
a compromise between privacy protection and app
functionality.

3) We implement Permizer on data sets containing 58
apps with three different user privacy preference levels.
Furthermore, we select two apps (TikTok and Amazon
Alexa) as case studies to demonstrate the effectiveness
of Permizer.

To the best of our knowledge, Permizer is the first scheme
to automatically manage permissions for mobile apps accord-
ing to various user privacy preferences. The remainder of this
article is organized as follows. Section II introduces previous
related works. Section III formalizes the research problem.
Section IV presents the problem-solving model in detail, and
Section V presents the experimental results, evaluates the
model in real-world scenarios and discusses our findings.
Section VI concludes our work.

II. BACKGROUND AND RELATED WORK

The research on automatic application permissions manage-
ment can be categorized into three perspectives: 1) historical
habits around privacy settings; 2) risk minimization; and
3) permission-function mapping.

A. Historical Settings-Based Permission Management

The most intuitive solution to achieve automatic permis-
sion management and relieve the user from the burden of
setting permissions manually is to leverage the historical set-
tings. More specifically, the assumption is that, if we know
whether the user is privacy permissive or privacy conservative
via users’ historical settings, we can automatically config-
ure permissions in accordance with this behavior. This type
of method depends on knowing the user’s privacy preference
accurately [16].

Methodologies to extract privacy preferences fall into two
categories: 1) investigating user privacy attitudes through ques-
tionnaires and 2) learning user privacy attitudes through their
previous permission setting actions. For instance, Smarper [9]
conducted a survey on 41 users that gathered 8521 pri-
vacy decisions, then employed a Bayesian linear regression
approach to train a privacy decision prediction model. In
contrast, Oglaza et al. [8] gathered privacy preference by
collecting users’ previous behaviors of granting or denying
application permissions.

It is easy to see that such a solution is vulnerable since it
heavily relies on the accurate extraction of privacy preferences.
For example, an improper answer to the questionnaire by the
user or insecure historic permission management behaviors
would inevitably cause untrustworthy permission management.
In addition, compared with our method, it is not flexible
because this method gives users fewer choices to change their
privacy preferences. In addition, this type of method does not
benefit either privacy protection or functionality preservation.

B. Risk Minimization-Based Permission Management

To overcome the drawback of historic permission setting
methods, which cannot guarantee privacy protection when
configuring permissions, studies, including [10], [11] provide
insight for users about permission decisions from the privacy
risk perspective. Instead of gathering historical settings, mod-
els from this perspective will detect overly risky permissions
and declare them to users; in this way, risk minimization-
based models eliminate the dependence on user behavior. More
specifically, Wang et al. [10] analyzed the risk of a single per-
mission and a group of collaborative permissions, then selected
a dangerous permission subset. Chitkara et al. [11] proposed
a framework named ProtectMyPrivacy to infer the purpose
of permission access, for instance, whether the permission is
requested by a third-party library or the app itself for the sake
of functionality, which will assist users in deciding whether
certain permissions should be granted or not.

The methods above consider privacy protection when con-
figuring permissions but fail to link a single permission to a
specific app’s functionality, thereby producing a biased solu-
tion for certain apps. In the worst cases, they ban important
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TABLE I
DANGEROUS PERMISSIONS

permissions that support the given app’s basic functions. In
addition, the alerts caused by false positives diminish the user
experience.

C. Permission-Function Mapping Scheme

When users adopt privacy-oriented permission management,
the app’s core functionality should not be jeopardized. For this
reason, many works have proposed permission management
schemes based on permission-function mapping. Permission-
function mapping is used to evaluate how relevant a permission
is to the app operation.

WHYPER [12] accomplished the first attempt to identify
whether permission usage is stated in app description text.
Qu et al. [13] developed AutoCog to capture the related-
ness of permissions and functionality description, defined as
description-to-permission fidelity. Instead of harnessing API
documents as WHYPER did, AutoCog evaluated relatedness
with a model trained on a large data set of app descriptions by
applying a semantic extraction approach. Models that work in
a similar fashion, such as AutoPer developed by Gao et al. [14]
can automatically recommend users permissions decisions at
the run time.

Huang et al. [15] combined privacy risk mitigation and
permission-function mapping. Based on the assumption that
similar applications ought to have similar permission configu-
rations, they compared the permission requesting behaviors of
popular apps and malware apps, then identified the abnormal
permissions and removed them.

The above studies certainly contributed greatly to the
research of mapping functions and descriptions, but few have
presented the tradeoff between privacy risks and applica-
tion functions or solutions that adjust to unique user privacy
attitudes. Thus, many proposed methods cannot satisfy the per-
sonalized needs of different users, or even different preferences
from the same user.

Fig. 1. Smartly reset the requested permissions in the example of Meitu.
(a) Original requested permissions. (b) Reset permissions.

All the above works achieved various permission recom-
mendation solutions. Enlightened by their methods and con-
clusions, we present Permizer, a one-button service to balance
privacy with the function that is customized to individuals.

III. PROBLEM FORMALIZATION

In this study, we focus on permissions in the Android
ecosystem, including a total of nine categories with 32 per-
missions. Due to the unavailability of some permissions in
the data set used in this study, we conduct our analysis on 25
dangerous permissions. Their corresponding explanations are
shown in Table I.

Fig. 1 demonstrates the intention of our study. Take Meitu,
a popular Chinese photography app, as an example, Fig. 1(a)
introduces the original permissions Meitu requests from users
when the app is installed and opened for the first time.
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Clearly, unnecessary permissions are requested for a photogra-
phy app, especially for privacy-conservative users. They may
only wish to utilize the STORAGE and CAMERA permissions
to operate the basic functionalities, as Fig. 1(b) shows. In
contrast, privacy-permissive users may grant the LOCATION
permission to add a watermark into the photograph, but these
permissions may be vulnerable to an attack. With different user
privacy preferences, the permission settings could be different.
Therefore, the proposed framework is expected to automati-
cally grant permissions based on the user’s unique privacy
preference to optimize both risks and function.

Given a corpus of applications A, for application a ∈ A.
When a is downloaded from app store, we will be informed
of its permission requesting list and function description. The
dangerous permission set will be denoted as P , for P =
{p1, . . . , pn}. Here, n represents the number of dangerous per-
missions and equalizes 25 in this study. Requested dangerous
permission set is denoted as Q, for Q = {q1, . . . , qk}. Here,
k represents the number of requested dangerous permissions.
For dangerous permission set P we denote the corresponding
risk vector as R where R = {r1, . . . , rn}. Similarly, func-
tionality relatedness vector is S where S = {s1, . . . , sn}. α

is the privacy preference factor that measures how much a
user values his privacy, and ranges from 0 to 1. A more
specific explanation of α is provided in Section IV. After hav-
ing the above factors properly evaluated, the ideal model is
expected to generate a content result, a binary decision vec-
tor X = {x1, . . . , xk}, whose element indicates 1 when the
permission is recommended to be granted, 0 otherwise.

To determine which permissions should be granted based on
their risk value and relatedness to functionality, the following
three challenges must be solved.

1) How do we quantify risk r ∈ R of an individual
permission if it has been granted?

2) How do we evaluate the relatedness s ∈ S of a single
permission to a certain App?

3) What is the ideal model that takes three factors [pri-
vacy risk, privacy preference (α) and functionality] into
account and captures the tradeoff?

IV. METHODOLOGY

Fig. 2 gives an architectural overview of Permizer. In this
section, we explain the details of three modules included in
Permizer, which are designed to address the three aforemen-
tioned challenges. The risk estimation module quantifies the
risk of the single permission as well as permission combination
as a solution to Challenge 1. The permission-function map-
ping module solves Challenge 2 by linking permissions with
app functionality and measures the necessity of each permis-
sion with NLP techniques. The permission assignment module
explains how the designed model captures the tradeoff between
privacy and function with a multiobjective optimization model
as a solution to Challenge 3.

A. Privacy Risk Estimation

In this module, Permizer evaluates the risk of granting dan-
gerous permissions and explores how user privacy leakage

Fig. 2. Framework overview.

risks vary by adopting different permission settings. After an
application has been installed, several basic permissions are
required to guarantee the normal operation, such as INTERNET
and CHANGE_WIFI_STATE. Recently developed apps may
require additional permissions to provide its various services,
such as CAMERA and READ_CONTACT, which fall under the
category of dangerous permissions. Users have the choice to
block the permission request if he/she finds that it generates
a serious potential risk or makes a limited contribution to the
app functionality.

It is relatively difficult to quantify the privacy leakage risk
of permissions because different users may not share the
same understanding of these permissions. However, the risk
evaluation function ought to agree with the following three
principles.

1) Malicious apps always have higher risks when granted
permissions than benign ones.

2) The more frequently permissions are requested by
benign apps, the less risky they are, and permis-
sions requested frequently by malicious apps are more
hazardous [17].

3) The more permissions the users grant, the higher risk
they take.

Therefore, three steps are required to explore the risk func-
tion of permission settings. First, it is important to determine
whether this application is benign or malware. In the real
world, however, discernable malware applications are rare
because the majority of users install only the most popu-
lar applications in the application store. Therefore, instead of
categorizing the applications into benign and malware appli-
cations, we would rather assign a probability that it belongs to
the benign or malware application group, which indicates the
risk level of this application. This step will be introduced in
part 1), and classic machine learning models will be employed
to classify the apps. Second, we will quantify the single per-
mission risk of different categories. Based on principle 2,
an abnormal permission request is expected to be assigned
a higher risk value, so there is a need to distinguish abnormal
requests from benign and malware applications, and we will
measure the permission risk using 2 proposed formulas in part
2). Finally, given the outcomes from 1) and 2), the risk from
permission settings of certain applications can be computed in
part 3). The required data set will be introduced as follows.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on August 30,2023 at 11:57:48 UTC from IEEE Xplore.  Restrictions apply. 



7398 IEEE INTERNET OF THINGS JOURNAL, VOL. 8, NO. 9, MAY 1, 2021

TABLE II
COMBINED DATA SET COMPOSITION

Fig. 3. Occurrence frequency of 25 dangerous permissions of benign and
malware applications.

Data Description: We adopted the combined data set of
part of the Drebin [18] and AMD data sets [19], in which the
Drebin data set includes permission requesting list of 9083
benign apps and 2270 malware and AMD data set includes 600
benign apps and 1007 malware after preliminary processing.
The reason that we use the combined data set is that appli-
cations in China are prone to overly request permissions, but
apps in Drebin or AMD data set request much less and result
in weak representativeness in the context of China application
study. To address this problem, we screened all the apps with
relatively longer requesting lists. Table II briefly describes the
composition of the combined data set.

1) Risk Estimation on Application Level: Fig. 3 depicts
the requesting frequency of 25 dangerous permissions. One
obvious phenomenon is that permissions related to SMS are
requested more frequently by malware applications.

Classifier Selection: In order to obtain the probability of
a given application being benign or not, we use a binary
classifier to give this assessment. Specifically, based on 25 dan-
gerous permissions, we employ six classification algorithms:
1) logistic regression (LR); 2) naive Bayes classifier (NB);
3) K neighbors classifier (KNN); 4) decision tree (DT); 5)
random forest (RF); and 6) AdaBoost (ADB). Eventually, DT
and RF are selected due to their better performances in accu-
racy prediction. Table III displays the performances of selected
classifiers. Apparently, DT and RF outperformed the rest of
the classifiers. Due to the equivalent performances of DT and
RF, and the purpose of validating the model’s robustness, an
external data set of malware applications was introduced to
test both models. This data set is extracted from computer
and security data set,1 containing 667 malware apps and cor-
responding permission request lists. RF achieves an accuracy

1Mahindru, Arvind (2020), “Android permissions data set,” Mendeley Data,
V2, doi: 10.17632/b4mxg7ydb7.2

TABLE III
PERFORMANCE EVALUATION OF DIFFERENT CLASSIFIERS

of 92% on this external data set, which made it the chosen
algorithm for our study.

To date, a simple classification model with 25 dangerous
permission as features has been completed to measure an indi-
vidual application’s general risk. When encountering a new
application in the app store ai, we would input the permis-
sion requesting list Qi to the classification model C so that
the risk value of this application Risk(ai) ∈ [0, 1] can be cal-
culated with (1), which satisfies principle 1 malware always
have higher risk to grant permissions than benign ones

Risk(ai) = Prob{ai ∈ M} = C(Qi) (1)

where M is the malware set.
2) Risk Estimation on Permission Level: It is imperative

for users to recognize that some permissions are relatively
riskier than others, therefore, they should consider carefully
when granting these permissions or simply deny them if they
are not necessary. Aiming at escaping privacy risk as much as
possible, privacy risk for each dangerous permission is then
computed. However, what makes this measurement difficult
is that users have different understandings of privacy risk.
Certain permissions, such as CAMERA may be an important
and private permission to one user, but not to another. Hence,
to measure permissions risk objectively and impersonally, we
proposed the following approach. Intuitively, applications with
larger probabilities of being benign are less likely to leak user
privacy information, that is, the risks of individual permissions
from two categories are different and require independent cal-
culation. Prior knowledge indicates that, given a large number
of benign apps, the risk of permission j remains low if permis-
sion j is requested very frequently, as this permission might
provide basic or general functions, and vice versa. This is
not the case with malware apps, where the most frequently
requested permissions carry more risks. Based on this assump-
tion, we designed the following approach to calculate the risk
of permission j from apps belonging to opposite categories,
which fulfills principle 2. The more frequently permissions
are requested by benign apps, the less risky they are

Risk
{

pj|ab
i

}
= MinMaxScaler

(− Prob
{
pj|ai ∈ B})

Risk
{
pj|am

i

} = MinMaxScaler
(

Prob
{
pj|ai ∈ M})

(2)

where ai ∈ A is an application in the data set, B is the benign
set, and M is the malware set. MinMaxScaler(·) is a func-
tion that scales the input into the range of 0 and 1. When a
permission is frequently requested by benign applications, the
risk of this permission in the benign group is considered to
be minor because of the “minus” operator in (2), vice versa.
Having applied these two formulas to the combined data set
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TABLE IV
RISK VALUE OF DANGEROUS PERMISSIONS

and obtaining the risk value of two categories. Table IV lists
our results regarding the risk value range and mean value,
which could be utilized in the integer decision model in part C.
We will explain these results with several example permissions
as follows.

1) SEND_SMS is a permission with 0.983 of risk value in
the benign group and 1.000 in the malware group. It is
requested very frequently by malware (over 50% shown
in Fig. 3), while is requested at a lower probability by
benign apps (less than 10% in Fig. 3). Hence, no matter
this permission is requested by a benign app or a mali-
cious app, its risk score remains high and ranges from
0.983 to 1.000, depending on the risk level of the app.

2) READ_PHONE_STATE: Differently from SEND_SMS,
this permission is requested by both of the benign and
malicious apps with a similar frequency. On the one
hand, this permission presents a high risk (0.722 listed
in Table IV) if requested by malicious apps. On the other
hand, it is also considered relatively secure if requested
by the benign apps. Therefore, its risk value will be
regulated by the risk of the app, and the mean risk value
is 0.576.

3) READ_EXTERNAL_STORAGE is rarely requested by
malicious apps (less than 10% shown in Fig. 3) but often
requested by benign apps (over 50% shown in Fig. 3).
Therefore, it shows a low overall risk value (0.005 listed
in Table IV).

In this way to compute risks, we avoid collecting personal or
even biased privacy risk answers from questionnaires. In addi-
tion, this permission risk ranking result is highly consistent
with the work of Wang, who employed three feature rank-
ing techniques to explore permission-induced risk [10], which
speaks to the correctness of our risk rating result.

3) Risk Estimation of Permissions Combination: The pur-
pose of this step is to evaluate the risk of permission combi-
nations when users alter permission settings and to formulate
the ultimate risk function. To meet principle 3, the more per-
missions they grant, the higher risk they take. We propose the
following method to evaluate the overall risk of permission
configuration, which takes into account all the discussed fac-
tors above. We propose that the privacy leakage risk resulting
from permission pj from a certain app can be expressed as
the formula of total probability. In reality, whether an app
is benign or malicious is unknown to users, so given an
app, we estimate permission risk Risk{pj, ai} by multiplying
conditional single permission risk with the likelihood of this
app belonging to two categories, in which the likelihood is
obtained in part 1). PrivacyRisk{·} represents overall risk eval-
uation and x denotes the binary decision vector of permission
settings

Risk
{
pj, ai

} = Risk
{

pj|ab
i

}
∗ Prob

{
ab

i

}

+ Risk
{
pj|am

i

} ∗ Prob
{
am

i

}

PrivacyRisk{ai, x} =
n∑

j=1

Risk
{
pj, ai

} ∗ xj. (3)

B. Mapping Single Permission With App’s Functionality

In this section, we calculate the relevance of dangerous per-
missions and derive application functionality. Due to the poor
performance of self-trained word embedding models caused by
the limited crawled app description corpus, we adopt a widely
used word embedding model trained on a large public corpora
(e.g., Wikipedia or Twitter). First, we collect as many permis-
sion descriptions as possible, and then compute permission
document vectors by employing the pretrained word embed-
ding model Word2vec, which is introduced in parts 1) and
2). Second, multiple semantic distance calculations are com-
pared and evaluated with regard to accuracy in part 3). All the
above modules are packed into a semantic similarity comput-
ing model that is able to evaluate the relevance between the
application functionality and its corresponding requested per-
missions. Part 4) concludes with the evaluation of the mapping
model with a short Chinese video application.

1) Permission Description Text Collecting: The ideal per-
mission description text ought to contain specific explanations
of each requested permission, and more importantly, the usage
statements. Precise explanations of dangerous permissions can
be found in Android Developers, the official page of Android.
Usage statements, however, have little valid source that sum-
maries permissions usages in multitudinous apps. According
to Jia et al. [20] and Chang et al. [21], a privacy policy is
published to the users accompanied with the release of an
app in the app market, stating that why this company acquires
privacy data, what data they request to guarantee the normal
running of this app and how they process and protect user
personal data afterward. Namely, a legitimate privacy policy
interprets permission usage in a particular app, which instructs
us a straightforward and feasible way to collect sufficient
permission usage text.
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TABLE V
PERMISSION DESCRIPTION TEXT EXAMPLE

Multitudinous apps in Google Play Store were categorized
into 11 classes based on their functionality, such as shopping,
communication, map, etc., 3 or 4 privacy policies are extracted
from each class, which either belong to the most popular apps
or perfectly elaborate all the items on the document. Having
enumerated all 11 classes of privacy policies, we obtained a
permission description corpus. Table V lists some examples
of the work.

2) Universal Word Embedding: Word embedding is a fun-
damental tool in NLP using for mapping words to low dimen-
sional vectors [22]. There are multiple methods to accomplish
word embedding, and the most widely applied ones are
word vector models because they have better performances
in capturing the semantic meaning of the text [23]–[25].
Word2Vec [26] is a set of models that optimize their objective
function over word co-occurrence within a window. Popular
neural methods, such as Continuous Bag of Word (CBOW) or
skip-gram with negative sampling (SGNS) are used to compute
word distributional representations. The pretrained Word2Vec
embedding we used in this article is google news vectors with
the dimension of 300.2 We then perform Word2vec on our
permission description text in the following steps.

1) Preprocess the test set, including split the words and
remove stop words.

2) Obtain the permission document vectors by getting the
mean word vectors within a short document.

3) Reduce the dimension of document embedding vectors
and project the document vectors into a 2-D vector space
with t-SNE (a dimensionality reduction technique for
high dimensional data projecting to 2 or 3 dimensions)
to fulfill the visualization. Fig. 4 is the visualization
of permission document vectors projecting to a 2-D
space, where X and Y denote the 2-D reduced from high
dimensions of word vectors.

We find that document similarities calculated with the above
steps are consistent with human perception and present a good
clustering performance. As is shown in Fig. 4, all dangerous
permissions under the same category cluster together, because
their semantics are closer. ADD_VOICEMAIL is an exception,
although it belongs to the PHONE class, it is recorded that
allows apps to send voicemails to the system or add voice
messages to the phone in the textual description. Thus, it
has a closer semantic distance to RECORD_AUDIO and SMS
related permissions.

3) Semantic Distance Selection: Semantic distance calcu-
lation method is critical for obtaining an accurate semantic

2https://code.google.com/archive/

Fig. 4. Visualization of permission description text projection.

relatedness of permission description text and app function
description text. Suppose μ and ν are sentence vectors, diverse
distance methods work distinctively.

Euclidean Distance: It describes a straight-line distance
between 2 points. The minimum similarity is 0 and the
maximum is +∞

d(μ, ν) = ‖μ − ν‖2. (4)

Cosine similarity describes not merely distance but also the
angle of 2 vectors. The minimum similarity is −1 and the
maximum is +1 [27]

cos(μ, ν) = μ ∗ ν

‖μ‖ ∗ ‖ν‖ =
∑

μiνi√∑
μ2

i

√∑
ν2

i

. (5)

Word mover’s distance measures the minimum distance that
the words in one document need to travel in semantic space
to reach the words in the other document. In (6), w, w′ are
the word vectors from two sequences with the length of
n and n′ [28]

min
∑
i,j

γi.j

∥∥∥wi − w′
j

∥∥∥

s.t.
∑

j

γi,j = 1

n
,

∑
i

γi,j = 1

n′ . (6)

Word rotator’s distance is an improved method of Word
mover’s distance. It measures the minimum cosine distance
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TABLE VI
PERMISSION RELATEDNESS MEASURED BY COSINE SIMILARITY

that the words in one document need to rotate in semantic
space to reach the words in the other document [29]

min
∑
i,j

γi,j

⎛
⎝1 − wiw′

j

‖wi‖ ∗
∥∥∥w′

j

∥∥∥

⎞
⎠

s.t.
∑

j

γi,j = ‖wi‖
Z

,
∑

i

γi,j =
∥∥∥w′

j

∥∥∥
Z′

Z =
n∑

i=1

‖wi‖, Z′ =
n′∑

j=1

∥∥∥w′
j

∥∥∥. (7)

Among the four semantic distance calculations, the doc-
ument vectors of app functionality text are obtained before
we apply Euclidean distance and Cosine distance calculation.
Differently, Word movers’ distance and Word rotator’s distance
require the word vectors within a document. We will select
the right semantic distance method along with evaluating the
performance of this module in the next part.

4) Permission-Function Mapping Evaluation: Due to the
subjectivity of permission-function mapping in users’ recogni-
tion and the absence of permission recommendation standards
of apps, it is difficult to provide an accurate method to eval-
uate how important a permission is to a certain app in terms
of functionality. Fortunately, a regulation document3 from the
Chinese government recommends the most necessary permis-
sions as the minimum permission set for each type of apps,
for the purpose of confining apps overly requesting behaviors.
This could be a valuable reference. We set up a performance
index to refer to the performance of the mapping model, in
which the index denotes the percentage of apps whose min-
imum permission set is covered by the top k most related
permissions computed from our model. For instance, given
ten apps, we then compute top10 most related permissions for
each app. If minimum permission sets of eight apps appear
in the top ten permissions, the index will be 80%. Fig. 5
displays the comparison of the performance index when four
types of similarity methods are adopted. As it can be seen, the
Word rotator’s distance outperforms the other three. Thus, the
mapping model calculates the semantic similarity with Word
rotator’s distance.

3Information security technology—Basic specification for collecting per-
sonal information in mobile Internet applications.

Fig. 5. Comparison of performance index of three word similarity calculation
and the performance improvement as the number of most related permissions
increases.

Table VI shows the permission-functionality relatedness of
a video app measured by Word rotator’s distance calculation.
In this result, permission CAMERA and RECORD_AUDIO are
highly related to the function of a video app. Location related
permissions are slightly less related to this app for them bear-
ing a specific function to recommend videos with other users
in the same city, but this may not be what every user will
consider in the first place.

To date, we built a semantic relatedness evaluation module
composed of the above contents. Thus, permission relatedness
to app functionality, denoted as Similarity{p, a}, will be cal-
culated with the input of the functional description text into
this model. For application ai, we have

Functionality
{
xj, ai

} =
n∑

j=0

Similarity
{
pj, ai

} ∗ xj. (8)

C. Multiobjective Optimization Modeling

Having obtained the variables of privacy risk and permission
relatedness in the above study, we now propose an integer
optimization model to leverage those two factors when users
reach permission decisions.

Privacy Risk Minimization: For every application, two fac-
tors are contributing to the variation of privacy risk generated
by using it, which are the risk of single permission and the
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permission setting. In objective function (9), r denotes per-
mission risking vector from application ai and rj ∈ (0, 1). x
denotes binary decision vector which indicates user permission
management, xj ∈ {0, 1}

min
x

r′x (9)

where r′ is the transpose of vector r.
Functionality Maximization: Similarly, two factors are con-

tributing to the variation of applications’ functionality, which
are the relatedness of single permission to function and the
permission settings. In objective function (10), s denotes the
permission-function relatedness vector from application i and
sj ∈ (0, 1)

max
x

s′x. (10)

Leverage Objective Function: α is the weight of privacy risk
and denotes users’ privacy preference. It measures privacy atti-
tudes in this study, various to different users. In (11), α is the
weight of the risk subobjective function to mediate the rela-
tion of privacy risk and app functionality. Users can change the
permission recommendation result by adjusting this parame-
ter. For example, a privacy-conservative user may value her
privacy so much that she is allowed to grant critical permis-
sions only. Therefore, he will then adopt a small α. But a
privacy-permissive user may value the app functionality much
more than his privacy concern, on which occasion a larger α

is suitable to him. α ∈ (0, 1)

arg min
x

α ∗ r′x − (1 − α) ∗ s′x. (11)

The feasible region of this model is now unconfined, which
means the optimal solution hides among 2n = 225 fea-
sible solutions (25 dangerous permissions and two options
toward each). Therefore, other rules and restrictions have to
be designed to confine the feasible region and improve the
solution seeking efficiency.

Constraint 1: Set the permission decision variable 0 when
it is not in requested permission set Q. In the real scenario,
the majority of apps, especially benign ones would not request
all dangerous permissions. It can be observed that most apps
request no more than 20 permissions, which provides us a
perspective to reduce the dimension of the permission decision
vector

xQ = (
x1, . . . , xj, . . . , xn

)

xj =
{

0, if pj /∈ Q
1, otherwise

Finally, x � xQ. (12)

Scale the Elements of Risk Vector and Similarity Vector: After
setting x � xQ, the sum of the risk vector element and
similarity element will be altered. To ensure preciseness and
rigorousness, we expect to keep the ultimate risk value and
function value to 1 if the user accepts all the permission
requests from certain application. Therefore, elements of the
risk vector and similarity vector are scaled with the following
constraints. If x = xQ

r′x = 1, s′x = 1. (13)

Constraint 2: Set the permission decision variable as 1 when
this permission is the most important permission to the app.
Though the previously mentioned Chinese document provides
a fundamental set as a reference, it contains limited categories
and is not customary to each app. It is then challenging to
define a fundamental permission set for the reason that every
user has a unique understanding of fundamental function even
on the same application. To act prudently, we decide to grant
the most related permission as the last constraint

xC = (
x1, . . . , xj, . . . , xn

)

xj =
{

1, if xj = max(s)
0, otherwise.

(14)

Given all definitions we need, finally, we have our
optimization framework, note that (11) can be rewritten as
α ∗ (r′ − s′)x − s′x, so our optimization model is

arg min
x

α ∗ (
r′ − s′)x − s′x

s.t. x + ρ � xQ

x − τ � xC

ρ 	 0, τ 	 0

xj ∈ {0, 1} (15)

where ρ and τ are the slack variable and surplus variable,
respectively. As we can see, the above optimization is a zero-
one or binary integer programming problem (ZOIP) [30].
Unlike linear programming problems, integer programming
problems are very difficult to solve for the absence of the
efficient general algorithm. Fortunately, after adding two con-
straints given above, the search space is relatively small, and
we can find the exact solution of this ZOIP problem with some
off-the-shelf tools. In practical, we use Python Library PuLP4

to solve this optimization problem.

V. EVALUATION AND DISCUSSION

To prove the effectiveness of our permission decision model,
we implement it on a set of apps for evaluation and discussion.
In this section, we focus on the analysis of how user privacy
preference α influences the optimal solution of Permizer with
examples, based on which it will provide practical guidance
on the user permission management. First, we start by intro-
ducing a real-world data set, then discuss the meaning and
variation of risk value and function value when privacy prefer-
ences change. We divide α into three intervals. Finally, model
evaluation is accomplished in each interval by exhibiting the
model outcomes for an IoT app and a video app.

Data Set: We crawl app description and their permission
description texts from Google Appstore. The experiment set
contains 58 most popular applications that have at least ten
million downloads from 11 categories. Details are displayed
in Table VII. As one can see, the mean of requested permission
number is over 7 and exceeds 12 in the IoT category, which
proves that permission over-privilege is not an individual
behavior but a common phenomenon.

4https://pypi.org/project/PuLP/
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TABLE VII
DATA SET DESCRIPTION

Fig. 6. Trend of risk value, function value, and mean recommended
permission number as alpha changes.

A. Influence of Privacy Preference on the Model

Some users greatly value their privacy while others may
have the completely opposite attitude. To cater to users with
diverse privacy preferences, one parameter in the model,
privacy preference, depends on the users.

Implemented Permizer with the above data set as privacy
preference α changes, we calculate the objective functions
respectively, and the mean recommended permission numbers
for 58 apps. Given the case when all permissions are granted,
the risk and the fully intact functionality are both scaled to
1. As is displayed in Fig. 6, when a user is unconcerned
about his privacy and uses a small value for α, the result
obtained from Permizer is that most of the permissions will
be granted to retain full functionality. However, there are a
small set of permissions that will not be granted as they are
either highly risky or totally unrelated to the app function. As
α gets larger, the permission decision model increasingly val-
ues privacy and decreases the permission number to minimize
privacy risk. Within this interval, both objective values descend
drastically, and Permizer recommends users to grant 3–7 per-
mission to every application; when α approaches to 1, this
model becomes quite cautious and only grants the most funda-
mental permissions that guarantee basic application function.
The above analysis explains the descending trend of risk value,
function value and the recommended permission number in
Fig. 6. Based on the amplitude of variation in the figure, we
decide to split α into three intervals, 0.00−0.35, 0.35−0.60,
and 0.60−1.00, each serving a certain type of user.

B. Evaluation With “Amazon Alexa” and “TikTok”

To illustrate the performance of Permizer, we present 2
case studies from different functional categories: 1) IoT and

Fig. 7. Display of recommended permissions of Amazon Alexa from
Permizer. (a) α = 0.35. (b) α = 0.45. (c) α = 0.95.

2) Video. Amazon Alexa is an application that manages
Alexa-enabled devices and it helps to control or check the
status of smart home appliances. TikTok is one of the most
popular Chinese short video applications known as Douyin.
It helps users express themselves and record their lives.
Besides recommending intriguing short videos intelligently,
it also creates an atmosphere that users are promoted to
increase socialization by sharing their videos online. Amazon
Alexa and TikTok require 14 and 10 dangerous permissions,
respectively. Apart from the following, eight permissions in
common: 1) CAMERA; 2) ACCESS_COARSE_LOCATION;
3) ACCESS_FINE_LOCATION;
4) READ_EXTERNAL_STORAGE; 5) READ_CONTACTS;
6) RECORD_AUDIO; 7) READ_PHONE_STATE; and
8) WRITE_EXTERNAL_STORAGE, Alexa additionally
requires six other permissions: 1) GET_ACCOUNTS;
2) CALL_PHONE; 3) SEND_SMS; 4) READ_SMS; 5)
RECEIVE_SMS; and 6) RECEIVE_MMS. For TikTok, two
other permissions are further required: 1) WRITE_CALENDAR
and 2) READ_CALENDAR.

In the following, we select three representative α from these
intervals, and each α can represent one privacy preference sce-
nario. We perform Permizer on the real-world data set with the
given α. To present more intuitively, the recommended permis-
sion decisions calculated by Permizer are listed under different
privacy preference settings. Fig. 7 displays the interface of
Permizer and recommended permissions for Amazon Alexa.

1) Lower Privacy Preference (α = 0.35): In this sce-
nario, our model regards functionality as the most important
factor. As expected, it denies only the riskiest or unrelated
permissions. Fig. 8 reveals that 98% percent of applications’
functionality value is over 0.8, while their risk value is rel-
atively low, and less than 30% of permissions are denied to
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Fig. 8. Display of functionality value, risk value, and permissions decreased
percentage when α = 0.35.

minimize privacy risk. For example, the risk of Alexa’s permis-
sion settings drops down to 0.56, and this permission setting
results in a 10% loss in function. Permizer rejects four per-
missions: 1) SEND_SMS; 2) READ_SMS; 3) RECEIVE_SMS;
and 4) RECEIVE_MMS from Alexa’s original request list. This
result is reasonable because permissions related to SMS/MMS
are hazardous and do not enable major functions. Meanwhile,
Permizer rejects SMS and MMS related permissions as well
for TikTok, which leads to a 13% loss in function and a 30%
decrease in risk. This scenario is designed to protect the pri-
vacy of users who have high privacy risk tolerance, prefer
complete functionality and wish to avoid further efforts on
permission configuration.

2) Moderate Privacy Preference (α = 0.45): In this sce-
nario, Permizer values both factors and attempts to balance
them for the optimal solution. Fig. 9 reveals that functional-
ity declines to 0.5–0.9 to avoid risk as much as possible. As
a result, approximately 20%–50% of permissions are denied.
The risk of the recommended permission setting for Alexa
continues to drop in this case, and stabilizes at a level of
0.46 when alpha is 0.45, which comes at the price of 17%
functional loss. Alexa is now not permitted to text people or
automatically call phones through voice commands due to the
rejection of related permissions. TikTok is assigned a function-
ality value equivalent to 0.79, which decreases privacy risk by
43%. Four permissions related to calendar and location access
are denied by the Permizer in this scenario. Therefore, TikTok
users will no longer be recommended videos near their loca-
tion or receive unknown, trivial services related to calendar.
Table VIII lists the recommended permissions for both apps.
This scenario is suitable for users who are concerned about
privacy risk but are reluctant to sacrifice functionality. Another
detail to be noted is that in this privacy preference interval,
objective function values fluctuate drastically with even minor
changes of α. As a result, it is trickier for Permizer to cap-
ture users’ privacy preferences accurately when compared to
the other two intervals. One feasible solution is to learn users’
historical permissions setting behaviors or ask users to estab-
lish several example permission settings first and observe their
precise preferences.

Fig. 9. Display of functionality value, risk value, and permissions decreased
percentage when α = 0.45.

TABLE VIII
RECOMMENDED PERMISSIONS OF ALEXA AND TIKTOK WHEN α = 0.45

3) Higher Privacy Preference (α = 0.95): In this scenario,
the privacy risk factor is a high priority. Our model confines
this factor to the range of 0.1–0.45 at the price of 75%–95%
functional loss, as shown in Fig. 10. Approximately 80% of
permissions are denied for most apps in this experiment. Both
Alexa and Tiktok are granted merely two or three permissions,
listed in Table IX. Alexa now retains only two permissions,
which contribute to 18% of the total functionalities. It can still
use human voice commands to manage smart home devices
and store necessary data, with the overall risk decreased to
0.05. Permizer decreases privacy risk for users of TikTok by
89% and maintains 24% of functionality. TikTok users can still
view or make videos and also upload the videos to the app.
Information as to whether people from their contact are using
it is also available. Notably, the low functionality percentage
in our study does not render the application unusable, instead,
it guarantees the basic function of the application while dis-
carding additional functions selectively. In the case of TikTok,
the three recommended permissions still allow users to access
the most important services, such as browsing and recording
videos. This scenario could be utilized to manage permissions
for users who are exceedingly careful about privacy protection
and do not wish to be asked about permissions often.
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Fig. 10. Display of functionality value, risk value, and permissions decreased
percentage when α = 0.95.

TABLE IX
RECOMMENDED PERMISSIONS WHEN α = 0.95

VI. CONCLUSION

In this article, we presented a permission decision model
to assist users to achieve a better management of permis-
sion requests from numerous IoT applications. This model was
designed to leverage two critical factors that users concern pri-
marily which are functionality and privacy risk, and realised an
automatic permission management scheme. It contains three
components: 1) risk evaluation; 2) functionality calculation;
and 3) a multiobjective optimization model.

We further discussed the generality of the model by imple-
menting it on a real-world data set and adjusting the critical
parameter. Three scenarios were introduced based on two case
studies of an IoT app named Amazon Alexa and a short video
app named TikTok, to evaluate the proposed permission deci-
sion model and analyze its applicability. Results revealed that
our model efficiently decreases privacy risk and is applicable
for users with all types of privacy attitudes.

For future work, we plan to collect and adopt a more
detailed and extensive data set with category information when
conducting risk evaluation, because a function categorized
data set will largely improve the accuracy of risk calculation.
Moreover, we will improve the generality of the model by
complementing permission preference factor.
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